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ANIMATON ENVIRONMENT 

CROSS-REFERENCE TO RELATED 
APPLICATIONS 

This application claims priority to U.S. Application Ser. 
No. 61/746,153, filed on Dec. 27, 2012, entitled “Animation 
Environment, the entire contents of which is hereby incor 
porated by reference. 

BACKGROUND 

This instant specification relates to computer animation. 
Artists and film-makers use three-dimensional "3D" com 

puter graphics Software to create 3D computer-generated 
images and animations. Animators typically use multiple 
computer programs, including 3D editors and non-linear 
editors to create 3D images and animations. 3D editors 
(including 3D modeling, animation, layout, and rendering 
programs, and the like) allow a user to create and manipulate 
3D models, e.g., mathematical representations of 3D 
objects. The user can combine 3D models to create a 3D 
scene 101 (FIG. 1). The 3D scene 101 includes an environ 
ment, cameras 103, lighting, and props 107. The environ 
ment is the setting of a scene, for example, an office, a house, 
or a park. The cameras 103 are virtual cameras, e.g., 
computer simulated cameras that define a perspective or 
point-of-view to render a 3D scene from. The props 107 are 
3D models of objects that are in the scene for a particular 
shot, for example, people and cars. Some 3D editors allow 
a user to create an ordered sequence of rendered two 
dimensional “2D images of a 3D scene, commonly referred 
to as a clip or a take. 
Once a user has created one or more clips, a conventional 

non-linear editor allows the user to arrange and modify the 
clips along a timeline. A user can combine multiple clips to 
create a time-ordered sequence of clips, commonly called a 
sequence. The editor is non-linear in the sense that it can 
randomly access frames or clips within the sequence. Non 
linear editors can include other tools, for example, tools to 
apply video effects such as fading in or out. 
Some animators begin animation by creating 3D scenes 

and shooting (rendering from the point-of-view of a virtual 
camera) multiple clips of those scenes. Then, when the 
animator is finished manipulating 3D objects and shooting 
clips, the clips are combined in a non-linear editor to create 
sequences and ultimately a finished animation. This creation 
process is familiar to traditional film directors, who shoot 
scenes in real life with real cameras and then combine the 
footage in a non-linear editing environment after all of the 
filming is done. 

SUMMARY 

In one aspect, a computer system includes one or more 
processing devices. The system further includes a computer 
readable media having instructions that, when executed by 
the one or more processing devices, generates an animation 
application having an animation environment. The system 
further includes an input device for receiving input from a 
user to the animation application. The system further 
includes an output device for displaying output to the user of 
the animation application. The animation application is 
configured to have a first mode of operation that includes 
displaying, through the output device, a 3D animation view 
of the animation environment overlain by a 2D edit view of 
the animation environment. 
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2 
Implementations can include any, all, or none of the 

following features. The first mode of operation further 
includes receiving input through the input device, which 
results in i) a change to the animation environment, ii) an 
update to the 3D animation view of the animation environ 
ment that reflects the change to the animation environment, 
and iii) an update to the 2D edit view of the animation 
environment that reflects the change to the animation envi 
ronment. The update to the 3D animation view and the 
update to the 2D edit view of the animation environment are 
in real time. The animation environment includes a plurality 
of assets animated within the animation environment and a 
virtual camera for rendering the 2D edit view of the anima 
tion environment. The animation application is further con 
figured to have a second mode of operation that includes 
displaying, through the output device, the 3D animation 
view of the animation environment; and wherein the second 
mode of operation further includes receiving second input 
through the input device, which results in i) a change to the 
animation environment and ii) an update to the 3D anima 
tion view of the animation environment that reflects the 
change to the animation environment. The animation appli 
cation is further configured to have a third mode of operation 
that includes displaying, through the output device, the 2D 
edit view of the animation environment; and wherein the 
third mode of operation further includes receiving third 
input through the input device, which results in a change to 
the 2D view of the animation environment. The animation 
application is configured to run in the first mode, the second 
mode, and the third mode on a single workstation. 

In one aspect, a method includes displaying, through an 
output device by an animation application operating in a first 
mode, a 3D animation view of an animation environment 
overlain by a 2D edit view of the animation environment. 
The method further includes receiving input, through an 
input device to the animation application operating in the 
first mode, from a user of an animation application. 

Implementations can include any, all, or none of the 
following features. The method includes changing, respon 
sive to receiving the input, the animation environment; 
updating, responsive to receiving the input, the 3D anima 
tion view of the animation environment that reflects the 
change to the animation environment; and updating, respon 
sive to receiving the input, the 2D edit view of the animation 
environment to reflect the change to the animation environ 
ment. Updating the 3D animation view and updating the 2D 
edit view is performed in real time. The animation environ 
ment includes a plurality of assets animated within the 
animation environment; and a virtual camera for rendering 
the 2D edit view of the animation environment. The method 
including displaying, through the output device by the 
animation application operating in a second mode, the 3D 
animation view of the animation environment; receiving 
second input, through an input device to the animation 
application operating in the second mode, from a user of an 
animation application; changing, responsive to receiving the 
second input, the animation environment; and updating, 
responsive to receiving the second input, the 3D animation 
view of the 3D animation view of the animation environ 
ment to reflect the change to the animation environment. The 
method including displaying, through the output device by 
the animation application operating in a third mode, the 2D 
edit view of the animation environment; receiving third 
input, through an input device to the animation application 
operating in the third mode, from a user of an animation 
application; and changing, responsive to receiving the third 
input, the 2D view of the animation environment. The 
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animation application is configured to run in the first mode, 
the second mode, and the third mode on a single worksta 
tion. The animation application is further configured to have 
a fourth mode of operation that includes displaying, through 
the output device, a 3D animation view of the animation 
environment overlain by a 2D edit view of the animation 
environment overlain by a target video. 

In one aspect, a computer-readable medium having stored 
therein instructions that when executed perform a method 
includes displaying, through an output device by an anima 
tion application operating in a first mode, a 3D animation 
view of an animation environment overlain by a 2D edit 
view of the animation environment. The method further 
includes receiving input, through an input device to the 
animation application operating in the first mode, from a 
user of an animation application. 

Implementations can include any, all, or none of the 
following features. The computer-readable medium includ 
ing changing, responsive to receiving the input, the anima 
tion environment; updating, responsive to receiving the 
input, the 3D animation view of the animation environment 
that reflects the change to the animation environment; and 
updating, responsive to receiving the input, the 2D edit view 
of the animation environment to reflect the change to the 
animation environment. Updating the 3D animation view 
and updating the 2D edit view is performed in real time. The 
computer-readable medium including displaying, through 
the output device by the animation application operating in 
a second mode, the 3D animation view of the animation 
environment; receiving second input, through an input 
device to the animation application operating in the second 
mode, from a user of an animation application; changing, 
responsive to receiving the second input, the animation 
environment; and updating, responsive to receiving the 
second input, the 3D animation view of the 3D animation 
view of the animation environment to reflect the change to 
the animation environment. The computer-readable medium 
including displaying, through the output device by the 
animation application operating in a third mode, the 2D edit 
view of the animation environment; receiving third input, 
through an input device to the animation application oper 
ating in the third mode, from a user of an animation 
application; and changing, responsive to receiving the third 
input, the 2D view of the animation environment. The 
animation application is configured to run in the first mode, 
the second mode, and the third mode on a single worksta 
tion. 

The systems and techniques described here may provide 
one or more of the following advantages. An animation 
system that permits an animator to define a character's 
movements with a combination of keyframes and paths can 
allow for the creation of complex animations efficiently. An 
animation system that permits an animator to define a 
character's movements with a number of path shapes (e.g., 
splines, non-uniform rational B-splines or NURBS) can 
allow an animator more flexibility than a system that only 
Supports one type of curve. An animation system that 
permits an animator to change path shapes into keyframes 
and keyframes into paths can allow an animator to progres 
sively refine a rough-cut animation. 
A virtual camera view-finder window with a control to pin 

the view-finder or set the view-finder as the main view can 
allow an animator to use the virtual camera and view-finder 
efficiently. A virtual camera with controls for local move 
ments, global movements, and a combination of local and 
global movements can allow the animator to move the 
virtual camera in ways that are difficult or impossible in a 
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4 
real-world camera control system. An animation system that 
displays an edit view overlain with an animation view can 
provide immediate feedback to an animator about edits 
made to the 3D environment that is being recorded. 
The details of one or more implementations are set forth 

in the accompanying drawings and the description below. 
Other features and advantages will be apparent from the 
description and drawings, and from the claims. 

BRIEF DESCRIPTION OF THE DRAWINGS 

FIG. 1 is an image of an example 3D scene. 
FIG. 2 is a block diagram of an example computer system 

for animating and editing a video. 
FIG. 3A is an example graphical user interface (GUI) 

showing path curves and key frames. 
FIG. 3B is a flowchart of an example process for gener 

ating an animation path containing path curves and key 
frames. 

FIG. 4A is an example GUI showing an animation of 
character position. 

FIG. 4B is a flowchart of an example process for animat 
ing a character position. 

FIG. 5 is an example GUI showing an edit to a path curve. 
FIG. 6A is an example GUI showing an offset animation 

path. 
FIG. 6B is a flowchart of an example process for gener 

ating an offset animation path. 
FIGS. 7 and 8 are example GUIs showing a virtual camera 

and associated viewfinder. 
FIG. 9 is an example GUI showing a camera with a 

manipulator defined in local space. 
FIG. 10 is an example GUI showing a camera with a 

manipulator defined in global space. 
FIG. 11 is an example GUI showing a camera with a 

manipulator defined in global and local space. 
FIG. 12A schematically shows an example GUI showing 

3D animation view overlain by a 2D edit view with constant 
updates. 

FIG. 12B shows an example GUI showing 3D animation 
view overlain by a 2D edit view with constant updates 

FIG. 13 is a schematic diagram that shows an example of 
a computing System. 

Like reference symbols in the various drawings indicate 
like elements. 

DETAILED DESCRIPTION 

A 3D animation system may be used to create animations 
of models within a virtual environment. The 3D animation 
system may also be used to create previsualizations of those 
animations or of a script to be shot with live action. In large 
scale projects, such as those in use for motion pictures, 
television shows, and/or video games, the creation of these 
animations may be complex and time consuming, involving 
the work of many people over extended periods of time. The 
availability of tools in the animation system to increase 
flexibility and ease of animation can have a great impact on 
the cost, time, and quality of the animation. Described below 
are a collection of such tools. Any single tool, group of tools, 
or all tools may be incorporated in an animation system or 
other appropriate computer system 

FIG. 2 is a block diagram of an example computer system 
200 for animating and editing a video. The computer system 
100 may be used, for example, by an animation studio tasked 
with producing a motion picture according to a script 
developed by the for animating and editing a video. The 
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following description uses such a motion picture as the basis 
for an example, but it will be understood that the computer 
system 200 can be used for many other purposes as well, e.g. 
animations for other entertainment purposes, physical simu 
lations. 
An animator 202 represents one or more users tasked with 

animating assets, e.g. characters or vehicles, within a virtual 
environment according to the script. The animator 202 can 
use an animation workstation 204 to load an animation 
application that has access to assets and virtual environ 
ments for animation. The animation workstation 204 
includes a one or more input devices (e.g., mouse, keyboard, 
or tablet) and one or more output devices (e.g. one or more 
monitors, speakers) that the animator 202 can use to interact 
with the animation application, and one or more processing 
devices, memory, and other computer hardware to run the 
animation application. Although a computer tower with 
separate keyboard and monitor are shown here, other physi 
cal configurations are possible. For example, some anima 
tion workstations 204 may be tablet computing devices, 
laptops, etc. 
The animator 202 can load the assets and virtual envi 

ronments called for in the Script into the animation appli 
cation. The animator 202 can next create animations for the 
assets so that the assets move, speak, and interact within the 
virtual environments. Generally speaking, the animator 202 
can interact with the virtual environment and assets from 
any arbitrary point of view. That is, the animator 202 may be 
able to move their view portal to any location and orientation 
within the virtual environment. This may be considered to be 
analogous to the way a director is able to walk around a 
physical set to direct the cast of a live shoot. 
Once the animator 202 is finished with a portion of the 

animation for the motion picture, e.g. a first take at a scene, 
the animation can be rendered from the point of view of one 
or more virtual cameras in the animation application. This 
rendering can produce one or more sequences of 2D images 
or videos, analogous to the way that a physical video camera 
produces 2D video of a real 3D scene. 
An editor 208, using an editing workstation 210, can edit 

the 2D videos together using, for example, a non-linear 
editor. This editing may often include Switching from one 
shot to another within a scene, applying spoken performance 
and Sound effects, etc. In some instances, the editing work 
station 210 may have the same or similar capabilities as the 
animation workstation 204. In fact, in some cases, a single 
Software application running instances on both the editing 
workstations 204 and on the editing work stations 210 may 
provide for both animation and editing. 
The animation workstation 204 and the editing worksta 

tion 208 may both communicate, over a network 210 (e.g. a 
local area network, the internet) with a datastore 212. The 
datastore 212 may, for example, hold the assets and virtual 
environments used to create the animations, hold the ani 
mation definitions, the 2D renderings, and the final edited 
Video. In some implementations, the datastore 212 also 
provides archival functionality, access control, redundant 
backup, and communication features for the animators 202 
and the editors 206. 
Once completed, the animation workstation 204, the 

editing workstation 208, or any other appropriate computing 
device can generate an animation product. For example, a 
single image, sequence of images, video, or other appropri 
ate data can be generated. This data may be stored in the 
datastore 212, Stored to a computer readable medium, 
printed to film or paper, or transmitted to another computer 
system for use or storage. 
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6 
Many configurations of the computer system 200 are 

possible. For example, while a single animator 202 and a 
single editor 206 are shown, a project may use many teams 
of animators and editors. These animators and editors may 
be the same people, or may be employees of different 
companies. The animators and editors may be geographi 
cally disparate, including working in different countries. The 
datastore 212 may have an animation Subsystem with lim 
ited communications with an editor Subsystem. Other con 
figurations are possible. 

FIGS. 3-11 show example GUIs that may be displayed, 
for example, by the animation workstation 204 and/or the 
editor workstation 206, or by other computer systems. The 
accompanying descriptions will discuss tools or features of 
an animation application and how a user, e.g., the animator 
202 and/or the editor 206, may use the features. FIGS. 3-6 
generally pertain to character animation paths. FIGS. 7-10 
generally pertain to virtual camera controls, and FIG. 11 
generally pertains to a hybrid animation and editing inter 
face. 

FIG. 3A is an example graphical user interface (GUI) 300 
showing path curves and key frames. In the GUI 300, a 
character 302 is animated to walk around a virtual environ 
ment populated with props. The character 302 has a single 
animation path that includes multiple path curves 304 as 
well as multiple keyframes 306. In general, these path 
curves 304 and keyframes 306 may be placed in the virtual 
environment by a user, but automatic generation of the 
animation path is also possible. 
As shown, the character animation is able to move from 

the path curves 304 to the keyframes 306 and back within 
what will appear to be a seamless animation. This may 
allow, for example, path curves 304 to be used in large or 
open areas and the keyframes 306 to be used when the 
character is navigating Smaller areas. 

In addition to moving from path curves 304 to keyframes, 
the character animation can also move from one type of path 
curve 304 to another. For example, one path curve 304 may 
be defined as a straight line, one as a spline, and one as a 
NURBS, and the character can be animated to traverse a 
path that contains all of these path curves 304. Additionally, 
the path curves 304 may be converted from one type of 
curve to another or into one or more keyframes 306. 
Similarly, a sequence of keyframes 306 can be converted 
into any suitable type of path curve 304. 
One use case that is possible with this type of animation 

path involves making a first, rough animation for the char 
acter 302 and then to progressively refine the animation. For 
example, the movie Script may call for the character to walk 
around the virtual environment while speaking out loud. A 
user may create a first draft of the character's path, and then 
animate the character to move along the path at a constant 
(e.g. walking speed). The characters animation is shown in 
a non-linear editor 308. Based on this display, the user (or a 
different user) may determine that the character 302 needs to 
spend more time walking around the virtual environment to 
have enough time to speak the words called for in the Script. 
In this case, the user may, for example, place Some addi 
tional keyframes to lengthen the path. Additionally, the user 
may refine the path by converting path curves 304 to 
keyframes 306, or vice versa, and adjust the new path curves 
304 and keyframes 306. 

FIG. 3B is a flowchart of an example process 350 for 
generating an animation path containing path curves and key 
frames. The process 350 can be performed by, for example, 
systems including one or more computing devices running 
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an animation application. However, another system, or com 
bination of systems, can be used to perform the process. 
A virtual environment is presented (352). For example, an 

animation application can access a virtual environment from 
a datastore, e.g., in response to a user selection, and populate 
the virtual environment with props, characters, lighting, 
cameras, and other assets. The virtual environment and the 
assets may be presented to a user (e.g., an animator) in a GUI 
that allows the animator to modify the assets and/or the 
virtual environment. 
A character is identified (354). For example, the user may 

use an input device select a character in the virtual envi 
ronment that the user wishes to animate. The character may 
have, for example, a 3D model rigged so that as the models 
rig control values change, the shape of the model changes. 
Additionally, the character may have associated properties 
Such as a name, walking speed, etc. 

Path curves are obtained (356). For example, the user may 
use an input device to define or select one or more curve 
shapes and to place the curve shapes in the virtual environ 
ment. There are many types of mathematical curve defini 
tions, and any appropriate type may be used. In addition, the 
animation application can provide the user with a collection 
of default or pre-created curves, from which the user may 
select, modify, and place in the virtual environment. 

Keyframes are obtained (358). For example, the user can, 
with an input device, select a spot in the virtual environment, 
and the animation application can create a keyframe at that 
location. They user may repeat this selection process, cre 
ating a sequence or unordered group of keyframes. In many 
cases, the order of reception of keyframes (358) and path 
curves (356) can vary depending on the type of path that the 
user is creating. It is possible, for example, to receive a 
keyframe (358), then a path curves (356), then a few 
keyframes (358), then a few path curves (356) etc. 
A path is created (360). For example, the animation 

application can create a path that includes all of the path 
curves and keyframes created by the user for a single 
character. In some cases, the animation application may be 
configured to generate the path in the order that the key 
frames and path curves were created. In some other cases, 
the animation application may be configured to allow the 
user to specify the order of keyframes and path curves, 
including edits to existing keyframes and path curves, in the 
path. In some other cases, the animation application may 
order the keyframes and path curves within the path accord 
ing to an automated analysis of the keyframes, path curves, 
and virtual environment. 
An animation is created (362). For example, the anima 

tion application can create an animation for the character in 
which the character traverses the path at a predefined or 
user-defined speed. While moving, the character's rig many 
be manipulated so that the character, for example, goes 
through the motions of a walking or running animation 
while traversing the path. 

FIG. 4A is an example GUI 400 showing an animation of 
character position. In FIG. 4A, the GUI 400 shows a use of 
a command sometimes called "Animate Position'. 

In the GUI 400, a user is presented with a virtual 
environment through which a character is to move (e.g. walk 
or run). Using an input device (e.g. a mouse or tablet stylus) 
the user select four points 402 on the floor of the virtual 
environment. In response, a keyframe for the character is 
created at each of the four selected points 402, and the user 
is presented with a window 404. 

In the window 404, the user can set the speed at which the 
character should move along the path created by the key 
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8 
frames. In this example, a walking speed is set as the default. 
That is, the character is animated to traverse the path at a 
constant speed. 

Additionally, the orientation of the character can be set by 
the animation application so that the character is always 
facing in the direction that the character is moving. As such, 
an animator may be able to quickly lay out a keyframe path 
for character movement for what may be the most common 
form of movement—a character facing forward and moving 
at a constant rate of speed. 

FIG. 4B is a flowchart of an example process 450 for 
generating an animation path from a series of user selected 
locations. The process 450 can be performed by, for 
example, systems including one or more computing devices 
running an animation application. However, another system, 
or combination of systems, can be used to perform the 
process. 
A virtual environment is presented (452). For example, an 

animation application can access a virtual environment from 
a datastore, e.g., in response to a user selection and populate 
the virtual environment with props, characters, lighting, 
cameras, and other assets. The virtual environment and the 
assets may be presented to a user (e.g., an animator) in a GUI 
that allows the animator to modify the assets and/or the 
virtual environment. 
A character is identified (454). For example, the user may 

use an input device select a character in the virtual envi 
ronment that the user wishes to animate. The character may 
have, for example, a 3D model rigged so that as the models 
rig control values change, the shape of the model changes. 
Additionally, the character may have associated properties 
Such as a name, walking speed, etc. 

Location on surfaces and a speed are obtained (456). For 
example, a user, using an input device, may select a 
sequence of locations on one or more Surfaces of the virtual 
environment. In response, the animation application can, for 
example, create markers for display on the Surfaces in the 
selected locations. Additionally, the animation application 
can create line segments connecting each location in order of 
user selection. 

Additionally, the user, using an input device, can specify 
the speed at which the character should move through the 
ordered sequence of locations. The character may have a 
collection of predefined speeds, e.g. walk, run, stroll for a 
human; slow, fast, reverse for a vehicle, from which the user 
may select, or the user may specify a speed numerically 
(e.g., 1.124 m/s). Alternatively, the user may select the time 
at which the character should arrive at some of the locations. 
For example, if the user specifies that the character should 
begin moving from the first location at time 3 seconds and 
arrive at the last location at time 11 seconds, the animation 
application can determine the speed needed to meet this 
criteria and apply the determined speed to the character. In 
Some implementations, the user can specify different speeds 
for different portions of the traversal. 

Keyframes are generated (458). For example, after all 
locations and the speed are obtained, and for each location 
in the ordered sequence of locations, the animation appli 
cation can create one or more keyframes. Each keyframe can 
specify, for example, the location of the character at a 
particular time. Additionally, the animation application can 
determine the orientation of the character so that the char 
acter always appears, for example, to be walking forward. To 
do so, the animation application can, for example, create a 
Smooth curve through each of the keyframes and use the 
direction of the curve as the orientation of the character at 
each keyframe. 



US 9,558,578 B1 
9 

An animation is created (460). Using the keyframes, the 
animation application can create an animation for the char 
acter in which the character traverses the keyframes at the 
determined orientations and speeds. In some implementa 
tions, the animation application can create an animation path 
through the keyframes, and the animation may follow this 
path. While moving, the character's rig many be manipu 
lated so that the character, for example, goes through the 
motions of a walking or running. 

FIG. 5 is an example GUI 500 showing an edit to a path 
curve and FIG. 6A is an example GUI 600 showing an offset 
animation path. The GUIs 500 and 600 show how different 
paths, associated with different characters, can be controlled. 

In the GUI 500, one character in the virtual environment 
is associated with two paths 502 and 504. For example, the 
character may be animated to traverse the path 504, perform 
Some keyframe animation in place (e.g. interact with a prop), 
and then travers the path 502. In such a case where a 
character has multiple paths, the interface of the animation 
application can permit the user to modify one path associ 
ated a character without affecting another path associated 
with that same character. In this example, the user wishes 
only to affect a single path, path 502. The user may select the 
path 502 and be presented with a control 506. The control 
506 can include interactive elements that the user may 
manipulate, by way of an input device (e.g., mouse or tablet 
stylus) to deform, rotate, translate, or otherwise move the 
path 502. A manipulation made to the control 506 may result 
in a change the path 502 and not to the path 504. As such, 
a user (e.g., an animator) may adjust one paths animation 
without affecting another paths animation. 

In the GUI 600, in contrast with the GUI 500, the 
animations of characters 602 and 604 are linked. This may 
be desirable, for example, if the script calls for the two 
characters to walk through the virtual environment while 
holding a conversation with each other. In the GUI 600, the 
character 604 has an animation path 606. This animation 
path 606 may be defined, for example, with keyframes or 
with curve shapes as previously described (FIG. 3). The 
character 602, however, may have a different kind of ani 
mation path 608. 
The animation path 608 may be defined relative to, or 

offset from, the animation path 606. In this example, the 
animation path 608 is defined with a horizontal offset, 
meaning that the character 602 will remain horizontally 
aligned with the character 604. In additional to this hori 
Zontal offset, a vertical offset may also be used. With a 
vertical offset, the character 602 would lead ahead, or lag 
behind, the character 604. 
A change to the animation path 606, for example by a user 

manipulating a path controller (FIG. 5) or by insertion of a 
keyframe or curve shape (FIG. 3A), can propagate to the 
offset path 608 so that the offset remains constant. That is, 
a user may change both animation paths 606 and 608 with 
only the commands needed to edit a single path. Depending 
on the configuration of the animations and desired edits, this 
may result in fast edits to complex groups of animations, 
reducing user time and effort. 

In some cases, the offset path 608 may only be linked to 
another path for a portion of the path 608. For example, if 
the script calls for the character 602 to walk with the 
character 604 for a time, but then to split off, the offset path 
608 may be defined as an offset of the path 606, and then 
defined with keyframes and/or curve shapes, as previously 
described (e.g., FIG. 1). Another use for such a path involves 
a character moving onto and off of a vehicle. A character 
may follow an animation path defined by keyframes and 
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curve shapes until the character boards a vehicle. For the 
duration of the vehicles movement, the characters anima 
tion path may be defined as an offset of the vehicle's 
animation path, essentially allowing the character to ride in 
the vehicle. When the character exits the vehicle, the ani 
mation path of the character may separate from the anima 
tion path of the vehicle, allowing the character to move 
freely away from the vehicle. 

FIG. 6B is a flowchart of an example process 650 for 
generating an animation path that is offset from another 
animation path. The process 650 can be performed by, for 
example, systems including one or more computing devices 
running an animation application. However, another system, 
or combination of systems, can be used to perform the 
process. 
A virtual environment is presented (652). For example, an 

animation application can access a virtual environment from 
a datastore, e.g., in response to a user selection, and populate 
the virtual environment with props, characters, lighting, 
cameras, and other assets. The virtual environment and the 
assets may be presented to a user (e.g., an animator) in a GUI 
that allows the animator to modify the assets and/or the 
virtual environment. 
A character is identified (654). For example, the user may 

use an input device select a character in the virtual envi 
ronment that the user wishes to animate. The character may 
have, for example, a 3D model rigged so that as the models 
rig control values change, the shape of the model changes. 
Additionally, the character may have associated properties 
Such as a name, walking speed, etc. 
An offset path instruction is obtained (656). For example, 

the user may use an input device to select an offset path 
function through the GUI of the animation application. The 
identification of a reference path is obtained (658). For 
example, the user can, with an input device, select a refer 
ence path from which a new offset path is to be created. In 
one example, a character is walking down a long corridor 
and speaking a monologue. The user, wishing to have a 
camera lead the character, selects the character's path as the 
reference path from which an offset path for the camera is to 
be created. Optionally, the user may specify an offset value, 
or the animation application may determine an offset from, 
for example, the distance between two assets in the virtual 
environment. 
A path is created (660). For example, the animation 

application can create a path for the camera that is offset 
from the path for the character. If at any point the path for 
the character is to change, for example a user editing the 
character's path, the animation application may, in some 
cases without user input, change the offset path so that it 
remains at the specified offset from the reference path 
An animation is created (662). For example, the anima 

tion application can create an animation for the character in 
which the character traverses the path at a predefined or 
user-defined speed. While moving, the character's rig (e.g., 
if the path is for a character instead of a camera) many be 
manipulated so that the character, for example, goes through 
the motions of a walking or running animation while tra 
versing the path. 

FIGS. 7 and 8 are example GUIs 700 and 800, respec 
tively, showing a virtual camera and associated viewfinder. 
In the GUI 700 a user (e.g. an animator) has selected a 
virtual camera 702, for example by clicking on it with a 
mouse or tablet stylus. In response, the view of the anima 
tion application can change to the view show in the GUI 700. 
In this view, the user can see the virtual camera 702 and a 
wireframe of the virtual camera's 702 view frustum 704. 
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The view frustum 704 shows an outline of the portions of the 
virtual environment that are being captured by the virtual 
camera 702. 

Additionally, the GUI 700 includes a viewfinder 706 that 
shows the virtual environment from the point of view of the 
virtual camera 702. By displaying to a user both the view 
finder 706 and the view frustum 704, the GUI 700 can 
facilitate a rapid understanding of which elements of the 
virtual environment are captured by the virtual camera 702 
at the virtual camera's 702 current location and orientation. 

Additionally, by moving the edit point of view behind the 
virtual camera 702 when selected, as opposed to at the 
virtual camera 702, the GUI 700 allows the user to manipu 
late parts of the virtual environment that are just outside of 
the view frustum. If, on the other hand, the GUI 700 moved 
the edit view to the lens of the camera, the user would first 
have to move the edit view to a different location before they 
would be able to manipulate parts of the virtual scene that 
are outside of the view frustum. As such, the view provided 
by the GUI 700 when the user selects the virtual camera 702 
can provide, simultaneously, for both a rapid understanding 
of the scene from the virtual camera's 702 point of view as 
well as easy access to the parts of the virtual environment 
not captured by the virtual camera 702. 

In the GUI 800, a viewfinder 802 is shown with two user 
operable controls 804 and 806. In this example, the controls 
804 and 806 are toggle switches that the user can toggle 
between “on” and “off” states, but it will be understood that 
any appropriate kind of control is possible. 
The viewfinder 802 may be presented to the user, for 

example, only as long as the user has selected the virtual 
camera 801. When the user selects a different element of the 
virtual environment, the viewfinder 802 may be normally 
configured to close. However, when the control 804 is 
toggled to the “on” state, the viewfinder may be configured 
to remain pinned open. That is, the user may freely select 
other elements of the virtual environment (e.g., to reposition 
a prop out of the view frustum) while maintaining the 
viewfinder 802. While pinned, the user may be able to, for 
example, resize and move the viewfinder 802. 
The control 806 may, when toggled to the “on” state, 

change the main animation view to the view shown in the 
viewfinder 802. When the control 808 is toggled back to the 
“off” state, the main edit view may be changed back to the 
previous view (shown in GUI 800). This control 806 may be 
useful, for example for an editor that wishes to see how an 
edit would affect the rendering recorded by the virtual 
camera 801. This user could, for example, toggle on the 
control 806 to watch the animation from the virtual camera 
801 point of view and discover that a prop is placed in an 
inconvenient spot. The user may toggle the control 806 
“off, move the prop out of the scene, and toggle the control 
806 “on” to see how the change looks from the virtual 
camera's 801 point of view. 

FIG. 9 is an example GUI 900 showing a virtual camera 
902 with a manipulator 904 defined in local space. That is, 
manipulations made to the camera 902 by the manipulator 
904 are made relative to the virtual camera 902. For 
example, a crane-up or crane-down command given to the 
manipulator 904 can result in a translation of the camera in 
the up or down direction of the camera. If the virtual camera 
902 is offset from the global origin of the virtual environ 
ment, as it is in the GUI 900, this crane-up or crane-down 
movement will be similarly offset from the global origin. 
Similarly, a tilt up or tilt down command to the manipulator 
904 causes the virtual camera 902 to rotate around an origin 
of the virtual camera 902 (e.g. at the base of the camera or 
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12 
at the lens of the camera), not around the global origin. 
Another command possible with the manipulator 904 is a 
push in command. The push in command moves the virtual 
camera 902 forward along the virtual camera's 902 point of 
view, regardless of the offset between the virtual cameras 
902 point of view and the global origin. 

FIG. 10 is an example GUI 1000 showing a virtual camera 
1002 with a manipulator 1004 defined in global space. That 
is, manipulations made to the virtual camera 1002 by the 
manipulator 1004 are made relative to some global origin 
point. For example, a crane-up or crane-down command 
given to the manipulator 1004 can result in a translation of 
the virtual camera 1002 in the up or down direction of the 
virtual environment (e.g. up and away from the ground or 
down and lower to the ground). 
The manipulator 1004 may be configured change the 

virtual camera's 1002 orientation by default. For example, in 
many uses, the origin of the virtual environment may not 
have any useful relationship with the animation occurring 
within the virtual environment. Consequently, there would 
be no need, e.g., for a rotation about the origin of the virtual 
environment. However, in some cases, the manipulator 1004 
may be configured to change the orientation of the virtual 
camera 1002. For example, a space ship may have an origin 
at the tip of the ship. To create an establishment shot of the 
ship, a user may use the manipulator 1004 to rotate the 
virtual camera 1002 about the origin at the tip of the ship. 

FIG. 11 is an example GUI 1100 showing a virtual camera 
1102 with a manipulator 1104 defined in global and local 
space. That is, some manipulations made to the virtual 
camera 1102 with a manipulator 1104 are made relative to an 
origin of the virtual camera 1102, and some manipulations 
made to the virtual camera 1102 with the manipulator 1104 
are made relative to an origin of the virtual environment. 

For the manipulator 1104, tilt, roll, and push-in com 
mands are made to the manipulator 1104 in reference to the 
origin of the camera and thus tilt, roll, and push-in the 
camera relative to the origin of the virtual camera 1102. 
Conversely, pan and crane command are made to the 
manipulator 1104 relative to the origin of the virtual envi 
ronment. A depth control sphere may of the manipulator 
1104 can be used by a user to move the virtual camera 1102 
in depth, similar to how a physical dolly moves a physical 
CaCa. 

In addition to Some commands being purely global and 
Some commands being purely local. Some additional com 
mands may be made in a hybrid using elements of both local 
and global frames. For example, a track command to the 
manipulator 1104 may be used to track a particular object in 
the virtual environment as it moves. The manipulator 1104 
may use, for example, global oriented pan and crane as well 
as local oriented tilt and roll to track the object. 

FIG. 12A schematically shows an example GUI 1204 
showing 3D animation view 1200 overlain by a 2D edit view 
1202 with constant updates. As described previously (e.g., in 
FIG. 2) an animator generally uses a 3D animation view 
1200 of a virtual environment, which may be from any 
arbitrary point of view, to manipulate the assets in the 
environment, e.g., applying animations, etc. Once satisfied 
with the animation, one or more 2D renderings of the 
environment are generated from the points of view of the 
cameras in the environment. These 2D renderings can be 
used by an editor in a 2D view 1202 to edit together a scene. 

In the course of this type of work, the editor may wish for 
a change in one of the 2D renderings. To create this modified 
2D rendering, it would be necessary to modify the 3D 
animation used to create the rendering. The animation 
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application may present to the animator or to the editor, who 
may be the same user in some cases, a 3D animation view 
overlain by a 2D edit view with constant updates 1204. For 
a nonschematic view of the view 1204, see FIG. 12B. 

In the view 1204, the animation application may receive 5 
input associated with the 3D animation mode. This input 
may include, for example, commands to change an anima 
tion path, add or remove lighting, move an asset in the 
virtual environment, etc. In response, the animation appli 
cation may update both the 3D animation view and the 2D 10 
edit view in the view 1204. That is, the user may be 
presented with contemporaneous feedback about how the 
2D edit view will change in response to a change to the 3D 
animation environment. This feedback may be in real-time. 
That is, Subject to system performance, the changes made to 15 
the view 1204 may be immediate after the input is obtained. 

Providing these two views overlain together, as is done in 
the view 1204, provides a number of differences than, for 
example, displaying the 3D animation view side-by-side 
with the 2D edit view. For example, in many cases, an 20 
animator or editor may configure their workstation Such that 
their monitors are in a standard widescreen format that fills 
most of their view. Displaying these two views side by side 
would require either reducing the size, and thus detail level. 
of both views, or require additional hardware that is not 25 
often used. In another difference, a user presented with both 
views side-by-side would have to decide to either turn their 
head back and forth as revisions and reviews are made, or 
make the revisions blind while watching only the 2D edit 
view. Instead, providing the view 1204 gives the user a 30 
single point of focus, at a constant distance, from which all 
needed information can be visually observed. In some 
instances, the view 1204 is, or is similar to, a heads-up 
display. 

Providing these two views overlain together can be used 35 
to facilitate other use cases. For example, another video or 
image may be overlain over the 3D animation view 1200 
overlain by a 2D edit view 1202. This additional video may 
be a target that an animator is attempting to create or recreate 
with the animation of the scene. 40 

For example, the additional video may be a recorded 
storyboard (e.g. an animatic or photomatic), a rendered 
video of a model or scene that has been lost, or a video of 
a live action actor or prop. The animator may be tasked with 
animating the scene to either replicate the additional video, 45 
or to animate the rest of the scene to appropriately interact 
with a Subject in the target video. In some cases, the target 
video may be a previously recorded 2D edit view 1202 that 
has been modified. For example, an editor may take the 
recorded 2D edit view 1202 and decide that it should be sped 50 
up, slowed down, or cropped, etc. 

To replicate the video, the animator can arrange and 
animate the models in the 3D animation view 1200, using 
the 2D edit view 1202 as feedback, trying to match the 2D 
edit view 1202 to the target video as closely as possible. If, 55 
for example, the target video is an animatic shows a car 
driving from left to right in the video for 300 frames, the 
animator can arrange a virtual camera and moving car so that 
the car travels from left to right past the camera, and adjust 
the speed of the car so that it travels across the view of the 60 
camera in 300 frames. 

To interact with the subject of a video, the animator can 
arrange and animate the models in the 3D animation view 
1200, using the 2D edit view 1202 as feedback, trying to 
make the models and the subject of the video look as they 65 
are interacting with each other. If, for example, the target 
Video is a live actor dancing, the animator can place and 

14 
animate a character model to dance in a scene, adjusting the 
animation of the model until the overlay of the human actor 
and animated model appear to be realistically interacting 
with each other. 

FIG. 13 is a schematic diagram that shows an example of 
a computing system 1300. The computing system 1300 can 
be used for some or all of the operations described previ 
ously, according to Some implementations. The computing 
system 1300 is intended to represent various forms of digital 
computers, such as laptops, desktops, workstations, personal 
digital assistants, servers, blade servers, mainframes, per 
Sonal digital assistants, cellular telephones, Smart-phones, 
tablet computers and other similar computing devices. 
The computing system 1300 includes a processor 1310, a 

memory 1320, a storage device 1330, and an input/output 
device 1340. Each of the processor 1310, the memory 1320, 
the storage device 1330, and the input/output device 1340 
are interconnected using a system bus 1350. The processor 
1310 is capable of processing instructions for execution 
within the computing system 1300. In some implementa 
tions, the processor 1310 is a single-threaded processor. In 
some implementations, the processor 1310 is a multi 
threaded processor. The processor 1310 is capable of pro 
cessing instructions stored in the memory 1320 or on the 
storage device 1330 to display graphical information for a 
user interface on the input/output device 1340. 
The memory 1320 stores information within the comput 

ing system 1300. In some implementations, the memory 
1320 is a computer-readable medium. In some implemen 
tations, the memory 1320 is a volatile memory unit. In some 
implementations, the memory 1320 is a non-volatile 
memory unit. 
The storage device 1330 is capable of providing mass 

storage for the computing system 1300. In some implemen 
tations, the storage device 1330 is a computer-readable 
medium. In various different implementations, the storage 
device 1330 may be a floppy disk device, a hard disk device, 
an optical disk device, or a tape device. 
The input/output device 1340 provides input/output 

operations for the computing system 1300. In some imple 
mentations, the input/output device 1340 includes a key 
board and/or pointing device. In some implementations, the 
input/output device 1340 includes a display unit for display 
ing graphical user interfaces. In some implementations, the 
input/output device 1340 includes a digitizer, touch sensor, 
and/or three dimensional motion sensing device. 
Some features described can be implemented in digital 

electronic circuitry, or in computer hardware, firmware, 
Software, or in combinations of them. The apparatus can be 
implemented in a computer program product tangibly 
embodied in an information carrier, e.g., in a machine 
readable storage device, for execution by a programmable 
processor, and method steps can be performed by a pro 
grammable processor executing a program of instructions to 
perform functions of the described implementations by 
operating on input data and generating output. The described 
features can be implemented advantageously in one or more 
computer programs that are executable on a programmable 
system including at least one programmable processor 
coupled to receive data and instructions from, and to trans 
mit data and instructions to, a data storage system, at least 
one input device, and at least one output device. A computer 
program is a set of instructions that can be used, directly or 
indirectly, in a computer to perform a certain activity or 
bring about a certain result. A computer program can be 
written in any form of programming language, including 
compiled or interpreted languages, and it can be deployed in 
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any form, including as a stand-alone program or as a 
module, component, Subroutine, or other unit Suitable for 
use in a computing environment. 

Suitable processors for the execution of a program of 
instructions include, by way of example, both general and 
special purpose microprocessors, and the Sole processor or 
one of multiple processors of any kind of computer. Gen 
erally, a processor will receive instructions and data from a 
read-only memory or a random access memory or both. The 
essential elements of a computer are a processor for execut 
ing instructions and one or more memories for storing 
instructions and data. Generally, a computer will also 
include, or be operatively coupled to communicate with, one 
or more mass storage devices for storing data files; Such 
devices include magnetic disks, such as internal hard disks 
and removable disks; magneto-optical disks; and optical 
disks. Storage devices Suitable for tangibly embodying 
computer program instructions and data include all forms of 
non-volatile memory, including by way of example semi 
conductor memory devices, such as EPROM (erasable pro 
grammable read-only memory), EEPROM (electrically 
erasable programmable read-only memory), and flash 
memory devices; magnetic disks such as internal hard disks 
and removable disks; magneto-optical disks; and CD-ROM 
(compact disc read-only memory) and DVD-ROM (digital 
versatile disc read-only memory) disks. The processor and 
the memory can be Supplemented by, or incorporated in, 
ASICs (application-specific integrated circuits). 

To provide for interaction with a user, some features can 
be implemented on a computer having a display device Such 
as a CRT (cathode ray tube) or LCD (liquid crystal display) 
monitor for displaying information to the user and a key 
board and a pointing device Such as a mouse or a trackball 
by which the user can provide input to the computer. 
Some features can be implemented in a computer system 

that includes a back-end component, such as a data server, 
or that includes a middleware component, such as an appli 
cation server or an Internet server, or that includes a front 
end component, such as a client computer having a graphical 
user interface or an Internet browser, or any combination of 
them. The components of the system can be connected by 
any form or medium of digital data communication Such as 
a communication network. Examples of communication 
networks include, e.g., a LAN (local area network), a WAN 
(wide area network), and the computers and networks form 
ing the Internet. 
The computer system can include clients and servers. A 

client and server are generally remote from each other and 
typically interact through a network, Such as the described 
one. The relationship of client and server arises by virtue of 
computer programs running on the respective computers and 
having a client-server relationship to each other. 

What is claimed is: 
1. A computer system comprising: 
one or more processing devices; 
a computer-readable media having instructions that, when 

executed by the one or more processing devices, gen 
erates an animation application capable of processing 
an animation environment, wherein the animation envi 
ronment comprises a virtual camera; 

an input device for receiving input from a user to the 
animation application; 

an output device for displaying output to the user of the 
animation application; 

wherein the animation application generates a graphical 
user interface (GUI) on the output device; and 
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16 
wherein the animation application is configured to have a 

first mode of operation that includes: 
displaying, in the GUI on the output display device, a 
3D animation view of the animation environment, 
wherein the 3D animation view comprises: 
the virtual camera displayed within the animation 

environment; and 
a wireframe of a view frustum of the virtual camera 

displayed within the animation environment, 
wherein the wireframe of the view frustum shows 
an outline in the 3D animation view of portions of 
the 3D animation view that are captured by the 
virtual camera; and 

generating a 2D edit view that overlays the 3D anima 
tion view and that displays the animation environ 
ment from a viewpoint of the virtual camera. 

2. The computer system of claim 1, wherein the first mode 
of operation further includes receiving input through the 
input device, which results in i) a change to the animation 
environment, ii) an update to the 3D animation view of the 
animation environment that reflects the change to the ani 
mation environment, and iii) an update to the 2D edit view 
of the animation environment that reflects the change to the 
animation environment. 

3. The computer system of claim 2, wherein the update to 
the 3D animation view and the update to the 2D edit view 
of the animation environment are in real time. 

4. The computer system of claim 2, wherein the animation 
environment comprises a plurality of assets within the 
animation environment, and wherein the change in the 
animation environment is a modification of at least one 
aSSet. 

5. The computer system of claim 1, wherein the animation 
application is further configured to have a second mode of 
operation that includes displaying, through the output 
device, the 3D animation view of the animation environ 
ment; and 

wherein the second mode of operation further includes 
receiving second input through the input device, which 
results in i) a change to the animation environment and 
ii) an update to the 3D animation view of the animation 
environment that reflects the change to the animation 
environment. 

6. The computer system of claim 5, wherein the animation 
application is further configured to have a third mode of 
operation that includes displaying, through the output 
device, the 2D edit view of the animation environment; and 

wherein the third mode of operation further includes 
receiving third input through the input device, which 
results in a change to the 2D view of the animation 
environment. 

7. The computer system of claim 6, wherein the animation 
application is configured to run in the first mode, the second 
mode, and the third mode on a single workstation. 

8. The computer system of claim 1, wherein the animation 
application is further configured to have a fourth mode of 
operation that includes displaying, through the output 
device, the 3D animation view of the animation environment 
overlain by a 2D edit view of the animation environment 
overlain by a target video. 

9. A method comprising: 
running on a computing system an animation application 

capable of processing an animation environment, 
wherein the computer system comprises: 
an input device for receiving input from a user to the 

animation application; and 
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an output device for displaying output to the user of the 
animation application; 

and wherein the animation environment comprises a 
virtual camera; 

generating by the animation application a graphical user 
interface (GUI) on the output device: 

displaying, in the GUI on the output display device, by the 
animation application operating in a first mode, a 3D 
animation view of the animation environment, wherein 
the 3D animation view comprises: 
the virtual camera displayed within the animation envi 

ronment; and 
a wireframe of a view frustum of the virtual camera 

displayed within the animation environment, 
wherein the wireframe of the view frustum shows an 
outline in the 3D animation view of portions of the 
3D animation view that are captured by the virtual 
Camera, 

generating a 2D edit view of the animation environment 
from the viewpoint of the virtual camera that overlays 
the 3D animation view; and 

receiving input, through the input device to the animation 
application operating in the first mode, from the user of 
the animation application. 

10. The method of claim 9 further comprising: 
changing, responsive to receiving the input, the animation 

environment; 
updating, responsive to receiving the input, the 3D ani 

mation view of the animation environment that reflects 
the change to the animation environment; and 

updating, responsive to receiving the input, the 2D edit 
view of the animation environment to reflect the change 
to the animation environment. 

11. The method of claim 10, wherein updating the 3D 
animation view and updating the 2D edit view is performed 
in real time. 

12. The method of claim 10, wherein the animation 
environment comprises: 

a plurality of assets within the animation environment, 
and wherein the change in the animation environment 
is a modification of at least one asset. 

13. The method of claim 9 further comprising: 
displaying, through the output device by the animation 

application operating in a second mode, the 3D anima 
tion view of the animation environment; 

receiving second input, through the input device to the 
animation application operating in the second mode, 
from the user of the animation application; 

changing, responsive to receiving the second input, the 
animation environment; and 

updating, responsive to receiving the second input, the 3D 
animation view of the 3D animation view of the 
animation environment to reflect the change to the 
animation environment. 

14. The method of claim 13 further comprising: 
displaying, through the output device by the animation 

application operating in a third mode, the 2D edit view 
of the animation environment; 

receiving third input, through the input device to the 
animation application operating in the third mode, from 
the user of the animation application; and 

changing, responsive to receiving the third input, the 2D 
view of the animation environment. 

15. The method of claim 14, wherein the animation 
application is configured to run in the first mode, the second 
mode, and the third mode on a single workstation. 
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16. A non-transitory computer-readable medium having 

stored therein instructions that when executed perform a 
method comprising: 

running on a computing system an animation application 
capable of processing an animation environment, 
wherein the computer system comprises: 
an input device for receiving input from a user to the 

animation application; and 
an output device for displaying output to the user of the 

animation application; and 
wherein the animation environment comprises a virtual 

Camera, 
generating by the animation application a graphical user 

interface (GUI) on the output device: 
displaying, in the GUI on the output display device, by the 

animation application operating in a first mode, a 3D 
animation view of the animation environment, wherein 
the 3D animation view comprises: 
the virtual camera displayed within the animation envi 

ronment; and 
a wireframe of a view frustum of the virtual camera 

displayed within the animation environment, 
wherein the wireframe of the view frustum shows an 
outline in the 3D animation view of portions of the 
3D animation view that are captured by the virtual 
Camera, 

generating a 2D edit view of the animation environment 
from the viewpoint of the virtual camera that overlays 
the 3D animation view; and 

receiving input, through the input device to the animation 
application operating in the first mode, from the user of 
the animation application. 

17. The non-transitory computer-readable medium of 
claim 16, the method further comprising: 

changing, responsive to receiving the input, the animation 
environment; 

updating, responsive to receiving the input, the 3D ani 
mation view of the animation environment that reflects 
the change to the animation environment; and 

updating, responsive to receiving the input, the 2D edit 
view of the animation environment to reflect the change 
to the animation environment. 

18. The non-transitory computer-readable medium of 
claim 17, wherein updating the 3D animation view and 
updating the 2D edit view is performed in real time. 

19. The non-transitory computer-readable medium of 
claim 16, the method further comprising: 

displaying, through the output device by the animation 
application operating in a second mode, the 3D anima 
tion view of the animation environment; 

receiving second input, through an input device to the 
animation application operating in the second mode, 
from the user of the animation application; 

changing, responsive to receiving the second input, the 
animation environment; and 

updating, responsive to receiving the second input, the 3D 
animation view of the 3D animation view of the 
animation environment to reflect the change to the 
animation environment. 

20. The non-transitory computer-readable medium of 
claim 19, the method further comprising: 

displaying, through the output device by the animation 
application operating in a third mode, the 2D edit view 
of the animation environment; 

receiving third input, through the input device to the 
animation application operating in the third mode, from 
the user of an animation application; and 
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changing, responsive to receiving the third input, the 2D 
view of the animation environment, wherein the ani 
mation application is configured to run in the first 
mode, the second mode, and the third mode on a single 
workstation. 5 
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